Tracking Disaster Footprints with Social Streaming Data
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Abstract
Social media has become an indispensable tool in the face of natural disasters due to its broad appeal and ability to quickly disseminate information. For instance, Twitter is an important source for disaster responders to search for (1) topics that have been identified as being of particular interest over time, i.e., common topics such as “disaster rescue”; (2) new emerging themes of disaster-related discussions that are fast gathering in social media streams (Saha and Sindhwani 2012), i.e., distinct topics such as “the latest tsunami destruction”. To understand the status quo and allocate limited resources to most urgent areas, emergency managers need to quickly sift through relevant topics generated over time and investigate their commonness and distinctiveness. A major obstacle to the effective usage of social media, however, is its massive amount of noisy and undesired data. Hence, a naive method, such as set intersection/difference to find common/distinct topics, is often not practical. To address this challenge, this paper studies a new topic tracking problem that seeks to effectively identify the common and distinct topics with social streaming data. The problem is important as it presents a promising new way to efficiently search for accurate information during emergency response. This is achieved by an online Nonnegative Matrix Factorization (NMF) scheme that conducts a faster update of latent factors, and a joint NMF technique that seeks the balance between the reconstruction error of topic identification and the losses induced by discovering common and distinct topics. Extensive experimental results on real-world datasets collected during Hurricane Harvey and Florence reveal the effectiveness of our framework.

Introduction
Social media has become a critical platform for real-time information seeking for disaster relief, ranging from pre-disaster, warning, threat to rescue and recovery (Nazer et al. 2017; Houston et al. 2015; Gao, Barbier, and Goolsby 2011). As a new way of communication in the course of a disaster, the major difference between social media and traditional sources is its real-time nature. Disasters and emergencies often speed up and amplify the quantity of information in social media, as a result, understanding social media streams is crucial for disaster relief and management.

Social media reveals dynamic changes of discussions with topics evolving over time. Take the Asia tsunami disaster as an example, major topics of the reports evolved from “financial aids” to “debt” and “reconstruct” over different stages (Cao et al. 2007). Online topic tracking can benefit disaster responders in the following ways: (1) For emergency managers and people affected by the natural calamities, it is often of particular interest to identify topics that prevail over time, i.e., common topics, such as “disaster rescue”, as well as to be alerted to any new emerging themes of disaster-related discussions that are fast gathering in social media streams (Saha and Sindhwani 2012), i.e., distinct topics such as “the latest tsunami destruction”. (2) For global participants, a quick update of the disaster status-quo, i.e., the commonness and distinctiveness between previous and current topics, is necessary for them to provide immediate and effective assistance. A major obstacle to disaster-related topic tracking, however, is that social media generates massive amount of data each day and it is notorious for a sea of unwanted and noisy content such as spam and daily chatter. For example, during Hurricane Harvey, Twitter reported there have been 21.2 million hurricane-related tweets within the first six days and a large portion was generated in a short period of time to spread rumors (Nazer et al. 2017). Consequently, a new way of effective online topics discoveries using social media data during disaster response is urgent.

In this paper, we study a novel topic tracking problem that seeks to identify common and distinct topics using social streaming data related to disasters. Discovering the commonness and differences between topics in an online fashion provides an effective and efficient way for information seekers to search for both prevailing and emerging topics. For instance, emergency managers can make informed decisions about how to effectively allocate funds and other resources to areas that need most assistance by comparing the commonness and distinctiveness of topics generated from these areas over time. We illustrate the problem in Fig. 1. The goal is to discover topics from the historical and incoming data, and identify their commonness and distinctiveness.

However, the proposed problem presents several challenges: (1) Acquiring insights via social media needs to process enormous amounts of noisy data in a timely fashion.
The main contributions of this work are:

- **Problem**: We propose a novel problem of online common/distinct topic tracking with social streaming data for disaster relief. The core difference between the proposed problem and standard online topic modeling is that we take a step further to investigate the commonness and distinctiveness between these topics generated over time.

- **Algorithm**: We propose a new online topic tracking framework TDF that contains an online NMF and a joint NMF components. It seeks to efficiently solve NMF and simultaneously discover the common and distinct topics in an online manner.

- **Data**: We collected two real-world datasets during Hurricane Harvey (2017) and Hurricane Florence (2018) using keywords and geo-location specific methods, respectively. Datasets and select pieces of custom code are available upon request.

- **Evaluation**: We evaluate TDF on these two datasets and perform in-depth qualitative and quantitative studies. Experimental results reveal that our approach is effective and hence, has practical usage in real-world applications.

Related Work

There have been a lot of research efforts on online topic tracking with social streaming data due to its real-time nature and ability to quickly spread information. Here, we focus on LDA based and NMF based online learning algorithms (Cao et al. 2007; Wang, Agichtein, and Benzi 2012; Ding and Chen 2014; Tu et al. 2018; Zhao, Tan, and Xu 2016; Saha and Sindhwani 2012; Chen, Candan, and Sapino 2018; Chen and Candan 2014). Vaca et al. (Vaca et al. 2014) modeled the online topic discovery problem using an adapted NMF that jointly learned the topics evolution and their time dependencies. In addition to the evolution of topics, Kalyanam et al. (Kalyanam et al. 2015) considered a new dimension to the traditional topic modeling – social context. The proposed method assumed that members in the same community share similar interest in the topics. To efficiently mine streams of social text, Wang et al. (Wang, Agichtein, and Benzi 2012) proposed a Temporal-LDA by modeling the topics and topic transitions. Similar work can also be found in trend mining, where trends are defined as “set of bursty keywords that occur frequently together” (Mathioudakis and Koudas 2010) and are usually driven by events and breaking news, e.g., a natural disaster. TwitterMonitor (Mathioudakis and Koudas 2010) is a system that can detect trends/topics through identifying and clustering bursty keywords. Another approach focused on comparing the popularity of words/hashtags before and after a spike (Nazer et al. 2017). Lehman et al. (Lehmann et al. 2012) separated trends on Twitter into three classes based on the shape of the spike and provided a semantic characterization of the hashtag classes. Another notion of research related to topic modeling is meme mining. Memes are shot text that act as the signature of a topic (Leskovec, Backstrom, and Kleinberg 2009). In (Leskovec, Backstrom, and Kleinberg 2009), the authors generated a directed acyclic graph in which each node is a meme and there is an edge from meme i to j if i is shorter than j and the directed edit distance to j is less than one. The evolution of memes is analyzed based on the variations of a meme. Nicolae et al. (Nicolae et al. 2015) built a bipartite graph to predict the future memes of a news outlet based on its previous memes using matrix factorization.

Different from previous online topic tracking methods that implicitly model time dependencies between latent factors, in this paper, we take a step further and seek to explicitly model the dynamic relationships between the learned topic representations generated along the time. Specifically, the proposed TDF framework actively looks for common as well as emerging topics in an online manner. Our work...
is built on (Kim et al. 2015), which shares similar ideas of identifying the common and distinct topics but between two static documents. As a result, their proposed algorithm has to store all historical data and conduct NMF from scratch whenever new data arrives. In contrast, TDF takes advantage of online NMF to conduct faster update of latent factors, therefore, is more storage-saving and computation-efficient. The goal of TDF is to provide a promising new way for information seekers to efficiently and effectively sift through topics that are of their particular interest under disaster relief where time is often a critical factor.

The Proposed Framework
In this section, we start with a brief review of the standard NMF model and a popular online NMF model (Cao et al. 2007). We then explain the core components of TDF in detail. TDF first employs this online NMF algorithm to obtain the latent factors from matrix factorization. These latent factors that encode the discovered topics from historical data, together with the newly arriving data, are then fed into a joint NMF framework to identify the common and distinct topics for disaster relief.

Preliminaries
Conventional NMF. NMF (Lee and Seung 2001; Ding et al. 2006) seeks to decompose a non-negative matrix into two low-rank non-negative matrices. Let the document-word matrix $V \in \mathbb{R}_+^{n \times d}$ contain $n$ documents, each document is represented by a $d$-dimension feature vector. NMF is then formalized as:

$$V \approx WH,$$  
(1)

where $W \in \mathbb{R}_+^{n \times k}$ is the coefficient matrix such that each row encodes the document as a weighted combination of $k$ topics, and $H \in \mathbb{R}_+^{k \times d}$ is the basis matrix, where each row denotes the word distribution in each topic. The NMF problem is solved by the following optimization problem:

$$\min_{W, H \geq 0} \frac{1}{2} \|V - WH\|^2_F.$$  
(2)

Online NMF (ONMF). A naïve solution to find topics from streaming data is to apply NMF repeatedly on the incoming data batch and perform aggregation later. While this method could save computational cost, it overlooks the time dependencies between the decomposed latent factors. Instead, following (Cao et al. 2007), we leverage the information from previously learned latent factor $H$ and combine it with the new batch of data that arrives at the current time stamp. We apply NMF to this new data matrix.

Suppose that $V_t \in \mathbb{R}_+^{n_t \times d}$ records the historical data we received from the starting time till time $t$. Then the objective function of NMF at $t$ is defined as:

$$\min_{W_t, H_t \geq 0} \frac{1}{2} \|V_t - W_t H_t\|^2_F.$$  
(3)

Consider a new batch of data $U \in \mathbb{R}_+^{p \times d}$ arrives at time $t + 1$. Then the factorization at $t + 1$ will be:

$$V_{t+1} = \begin{pmatrix} V_t \\ U \end{pmatrix} \approx W_{t+1} H_{t+1}. $$  
(4)

The goal of online NMF (ONMF) (Cao et al. 2007) is to efficiently update $W_{t+1}, H_{t+1}$ without storing $V_t$ and conducting matrix factorization from scratch.

To speed up the computation, we replace the data matrix $V_t$ with the learned latent factor $H_t$ obtained from Eq. (3):

$$\begin{pmatrix} H_t \\ U \end{pmatrix} \approx \begin{pmatrix} W_t^* \\ W_U \end{pmatrix} H_{t+1},$$  
(5)

where $W_t^*$ is a $k \times k$ non-negative matrix that captures the correlation between $H_t$ and $H_{t+1}$. $W_U \in \mathbb{R}_+^{p \times k}$ is the discovered topics associated with $U$. From Eq. (5), we have $H_t \approx W_t^* H_{t+1}$ and $U \approx W_t H_{t+1}$. Plugging it in $V_t \approx W_t H_t$ at time $t$, we get the following:

$$V_t \approx W_t W_t^* H_{t+1}. $$  
(6)

Thus, we can reformulate the factorization in Eq. (4) with the equation below:

$$V_{t+1} \approx \begin{pmatrix} W_t W_t^* \\ W_U \end{pmatrix} H_{t+1} = W_{t+1} H_{t+1}. $$  
(7)

According to the Full-Rank Decomposition Theorem in (Cao et al. 2007), the update rules for $W_{t+1}, H_{t+1}$ can then be summarized as

$$W_{t+1} = \begin{pmatrix} W_t W_t^* \\ W_U \end{pmatrix}, \quad H_{t+1} = W_{t+1} H_{t+1}.$$  
(8)

Tracking the Topic Evolution
Previous section presents a simple approach that can efficiently update the document-topic and topic-word latent factors in NMF. Nevertheless, this approach will not explicitly seek common topics, i.e., topics that appear both before $t$ and at $t + 1$, along with distinct topics, i.e., two sets of topics that are unique to data generated before $t$ and that at $t + 1$, respectively. Here, we take a step further and provide an in-depth investigation of the relationships between the discovered topics. Our model is built upon (Kim et al. 2015), which attempts to discover common and discriminative topics from two static text corpora. However, as we focus on tracking topics with disaster-related social streaming data, the method proposed in (Kim et al. 2015) cannot be directly applied to our problem due to its high computational cost and storage demand.

Suppose that there are $k$ hidden topics in the documents, we denote as $k_c$ the number of common topics we aim to identify, and as $k_d (= k - k_c)$ the number of distinct topics that are of particular interest. One may observe that a large memory storage and computational cost are in need to obtain the decomposed factors when $V_t$ (the historical accumulated documents) becomes larger. To address this issue, here, we leverage the output $H_t$ from ONMF (Cao et al. 2007) which gives a succinct topic summarization of the information embedded in $V_t$. Together with the incoming data $U$, we aim to discover the common and distinct topics between $V_t$ and $U$.

Nevertheless, $H_t$ that is incrementally updated by ONMF cannot be directly applied to find the common and distinct topics as it has been fixed at the new time stamp $t + 1$. Therefore, we perform a linear transformation on $H_t$, i.e.,
Methods

We are looking for a joint NMF model that seeks to: 1) transform $H_t$ to a new feature space $H^*$; 2) minimize the reconstruction error of NMF on $U$, i.e., $U \approx W_tU_H$; 3) minimize the distances between $k_c$ topic representations in $H^*$ and $H_U$; 4) maximize the distances between $k_d$ topic representations in $H^*$ and $H_U$.

Consequently, the objective function of the joint NMF at $t+1$ is defined as follows:

$$
\min_{W_t, H_U, H^*} \frac{1}{2} \|H^* - L^*H_t\|^2_F + \frac{1}{2} \|U - W_tU_Hc - W_tU_Hd\|^2_F + \alpha f_c(H^*_c, H_Uc) + \beta f_d(H^*_d, H_Ud),
$$

where $H_Uc, H^*_c$ are the first $k_c$ rows in $H_U$ and $H^*$ respectively, and $H_Ud, H^*_d$ are the rest $k_d$ rows, i.e., $H_U = \begin{bmatrix} H_Uc \\ H_Ud \end{bmatrix}$, $H^* = \begin{bmatrix} H^*_c \\ H^*_d \end{bmatrix}$. In addition, $W_U = [W_tUc, W_t Ud]$, $f_c$ and $f_d$ are the measures of commonness and distinctiveness between topics.

For the first term in the above formulation, we model the linear projection of $H_t$ by minimizing the squared Frobenius norm between $H^*$ and $L^*H_t$. The transformation enables TDF to compare the commonness between topics that are more similar and the distinctiveness between topics that are more likely to be different between $V_t$ and $U$. The second term performs NMF on $U$ where the first $k_c$ topics are the common topics and the rest $k_d$ topics are the distinct ones. The third term measures the distance between $H^*_c$ and $H_Uc$, a smaller distance is desired in particular.

The last term in Eq. (9) represents the similarity between $H^*_d$ and $H_Ud$, a smaller value is desired. Following (Kim et al. 2015), it is defined as:

$$
f_d(H^*_d, H_Ud) = \|H^*_d - H_Ud\|^2_F.
$$

The parameters $\alpha$ and $\beta$ are used to control the balance between the NMF reconstruction error and the losses induced by discovering the common and distinct topics. By plugging the two terms in Eq. (10) and Eq. (11) into Eq. (9), the final objective function is then:

$$
\min_{W_t, H_U, H^*} \frac{1}{2} \|H^* - L^*H_t\|^2_F + \frac{1}{2} \|U - W_tU_Hc - W_tU_Hd\|^2_F + \alpha \|H^*_c - H_Uc\|^2_F + \beta \|H^*_d - H_Ud\|^2_F.
$$

Experimental Evaluations

In this section, we conduct qualitative and quantitative analyses to evaluate the performance of TDF for finding common and distinct topics during disaster response. In particular, we first compare TDF with the standard NMF model, existing online topic modeling approaches, and a model that simultaneously discovers common and distinct topics (Kim et al. 2015). We then provide in-depth case studies for a better understanding of the specific usage of the TDF framework.

To examine the robustness of the proposed framework, we further conduct sensitivity analyses on model parameters $\alpha$, $\beta$, and $k_c$ (or $k_d$). In particular, we aim to answer the following research questions: (1) How effective is TDF for online topic modeling, especially for the detection of common and distinct topics over time after disasters? (2) How competitive is the computational speed of the proposed framework compared to other baseline models? (3) How do the changes of model parameters affect the performance of TDF?
Datasets

We crawled real-world datasets related to two recent natural disasters – Hurricane Harvey (2017) and Hurricane Florence (2018) from Twitter\(^1\) using the TweetTracker system\(^2\). TweetTracker is an analysis tool for humanitarian and disaster relief, and is capable of monitoring and analyzing location or keyword specific tweets with near real-time trending (Kumar et al. 2011). We selected the mostly used hashtags/words during Hurricane Harvey to extract related tweets for the Harvey dataset: 
#harvey, #hurricaneharvey, #HurricaneHarveyRelief, #texas, #houston, #help, #hurricane, #relief, #houstonflood, hurricane, harvey. The percentage of geo-tagged tweets in this dataset is 5.5%. The second dataset Florence was collected during Hurricane Florence in September 2018. Different from the above keyword-specific method, we crawled all geo-tagged tweets that were posted where the disaster occurred. Each tweet in this dataset is associated with a geo-location (longitude and latitude). Table 1 summarizes the basic statistics of these two datasets. Data and select pieces of custom code are available upon request.

Experimental Setup

We obtained the TF-IDF values from tweets as the input features. Entries with large TF-IDF values are the terms that occur often in particular tweets and very rarely anywhere else, i.e., important terms. For both datasets, our experiments start with 10,000 tweets and assume a batch size of 2,000 new tweets arrive at every time stamp. Values of \(k\) and \(k_c\) are set to 10 and 7 respectively, \(k_d = k - k_c = 3\).

We compare TDF with the following baseline models.

- **Standard NMF (SNMF):** This is the basic NMF method which re-calculates the latent factors using the entire dataset each time when a new batch of data arrives. We compare the topics extracted from the historical data and the newly arriving data.
- **KIM (Kim et al. 2015):** This approach seeks to discover common and discriminative topics simultaneously given two document sets. Similarly, we take the historical data and the newly arriving data as two input documents.
- **BIN (Cao et al. 2007):** This work proposed an orthogonalized online NMF. It conducts an orthogonality constraint to guarantee the unique solution (Cao et al. 2007). Its incremental nature enables us to find the topics from the historical data and the newly arriving data.
- **JPP (Vaca et al. 2014):** This is a time-based collective factorization method for online topic discovery. It connects topics between different time slots via a \(k \times k\) matrix, where \(k\) is the number of topics.

Following (Kim et al. 2015), we use reconstruction error, commonness score, and distinctiveness score to measure the performance of different methods. As all baselines are based on NMF, it is fair to make comparisons with these measures.

**Reconstruction Error.** The reconstruction error (RE) measures the loss of the NMF on the newly arriving data \(U\) at each time stamp. Models with smaller RE can better reconstruct the data matrix \(U\).
between all the distinct topic pairs as the DScore. We use the averaged symmetric Kullback-Leibler divergence. Following (Kim et al. 2015), a small CScore indicates a better quality for this measure.

Quantitative Results

Fig. 2-3 present the results w.r.t. CScore, DScore, and RE for comparisons. To obtain CScore and DScore, we use the latent factor \( H \) where

\[
\text{CScore} = \frac{h^{*(i)}_d}{k_{dc}} \| H_d^* - H_Uc \|_F^2. \tag{13}
\]

\[
\text{DScore} = \frac{1}{2k_d} \sum_{i=1}^{k_c} \sum_{j=1}^{k_d} \left[ h^{*(i)}_d \log(h^{*(i)}_d)^T + h^{(i)}_d \log(h^{(i)}_d)^T - h^{*(i)}_d \log(h^{*(i)}_d)^T - h^{(j)}_d \log(h^{*(j)}_d)^T \right]. \tag{14}
\]

A small CScore indicates a better quality for this measure. For the baseline method KIM and our proposed method TDF, we can directly make use of the CScore and DScore as these methods explicitly specify which topics are the common/distinct ones. For other baseline models, we select \( k_c \) topic pairs that have the smallest CScore and treat them as the common topic pairs and the rest as the discriminative ones to obtain CScore and DScore for comparisons.

Qualitative Studies

To better understand the usage of discovered common and distinct topics, we further perform in-depth qualitative analyses on the Harvey dataset. We present in Table 2 the discovered common and distinct topics during the first five time periods during Hurricane Harvey. These topics are represented by the top ranked words returned by TDF – due to space constraints, we only present ten words.

One common topic over \( t_1 \) and \( t_2 \) discusses disaster-related themes such as the evacuation of residence, people praying for Texas, and family seeking assistance. Topics that are relevant to Federal Emergency Management Agency (FEMA) spreading information on Twitter to provide help. Tweets arriving at \( t_3 \) reveals the gas shortage in Texas after Hurricane Harvey.

By comparing the topics extracted before \( t_2 \) and those emerged at \( t_3 \), we observe that gas shortage and donation are the popular topics over these two periods. Meanwhile, at \( t_4 \), new topics about Katy ISD schools and Red Cross started emerging. According to the investigation of the original tweets in the data and information from the Internet, we found that the Katy ISD schools suffered flood damage since Harvey’s heavy rains began pounding in Katy. Another unique topic at \( t_5 \) is Texas officials and residents discussed that the Red Cross floundered and failed to provide help.

One common topic over \( t_3 \) and \( t_4 \) is that the storm had started threatening children’s safety. The exclusive top-
ics at $t_3$ include Harvey destroyed the building of television station Khou 11 and an anecdote about the Houston megachurch leader Joel Osteen, who refused to open the church for victims. Arising new topics at $t_4$ are relevant to the disaster situations of neighboring cities such as Dallas.

- Animal rescue in Beaumont started receiving attentions over $t_4$ and $t_5$. The exclusive topics at $t_4$ include the actor Jake Paul helping rescue victims and the shut-off of shipments of unbranded petroleum due to gas shortage. At $t_5$, several new topics emerged such as Walmart donated to Hurricane Harvey Relief and Houston’s historically black neighborhoods devastated by flooding.

In general, we observe that common topics are often identified as being of interest to the public whereas distinct topics are often new alerting topics that are exclusive to a specific organization/individual during a certain time period.

**Parameter Analysis**

Here, we study how the variation of $\alpha$, $\beta$, $k_c$ affects CScore (smaller the better) and DScore (larger the better) using the $\alpha$ and $\beta$ among $\{0.1, 1, 10, 100, 500, 1000\}$ and $\{1e-6, 1e-3, 0.1, 1, 10, 100\}$, respectively. $k_c$ is selected from $\{1, 3, 5, 7, 9\}$ (the total number of topics is set to be 10). We vary one parameter at a time and fix the rest. For each set of parameters, we average the corresponding results along the time and present the mean of CScore and DScore in Fig. 5. We observe that larger $\alpha$ results in both better CScore and DScore. As $\alpha$ increases, TDF enforces the similarities between more common topics, making the rest topics more distinct from each other. For $\beta$, as it becomes extremely large, it shows significantly negative influence on the DScore. We conjecture that overemphasizing the sparsity of the inner products of two matrices may not enforce the differences between these matrices as desired. The best performance is achieved when $\alpha$ lies between $[500, 1000]$ and $\beta$ is between $[0.1, 1]$. We also observe from Fig. 5 that DScore is more robust to $k_c$ than CScore. All the quantitative results are computed with $k_c = 7$, $\alpha = 1000$, $\beta = 0.1$.

**Conclusions**

In this paper, we study a novel topic tracking problem that seeks to discover common and distinct topics simultaneously using social streaming data generated during disasters. This is an important research problem because it provides an effective and efficient way for disaster responders to collect accurate information via social media. Due to the large proportion of undesired social media data, methods like set intersection/difference cannot well serve the purposes. To this end, we propose a TDF framework that leverages online NMF that conducts fast update of latent factors, and a joint NMF that seeks the balance between topic identifications and discoveries of common and distinct topics. Experimental results corroborate the effectiveness and the efficiency of the proposed framework. For future work, we will study methods that automatically compute $k_c$ based on different inputs and explore various distance measures for gauging common and distinct topics.
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