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Corrections, Remarks and References

e Onpage 22, (2.31) defines a sehef+- 1 functionsv,, for all mp+ 1 failure patterng (including
o = 0 for the no-failure pattern), and their matching paramekg-r, k§j andk;; are fixed at the
valuesk;j(i), kgj(i) and @j(i), for allt > 0, e.g., for the first functioNy (the no failure case),
kﬁw k§j andkgj a_rekjj(o) . k;j(o) andkgj(o), for aI.It > 0; fo-r the next function/; (if one failure
occurred) oM (if two failures occurred) oWz (if three failures occurred)qj, k§j and k§j are
K} (1) kgj(l) andkgj(l), forallt > 0; and so on.

With this definition, the function¥), are continuous functions for &l> 0.

e On page 24, line 4, “It can also be verified” should berfif) is also bounded, then it can be
verified”.

e On page 25, in (2.46),(k3 ks. )" should be ‘(ks;(t k;l 2", and in (2.47), (kai(t) —
K3i(1))" should be (ksi(t) — k;.(l))2"
e On page 72, (3.73) should be _.
ajj = cA" _1bj.

e Remark: On pages 71 and 72, the proof of Lemma 3.2.1, for the case wAentb; = aj # 1,
can also be obtained with the following minor changes:

c(sl— A) " biPm(s) = aj (64)
— CHLET - L ]
|—A) b = i 7
csl-A) b Stad 1t tagstag ! (67)
cﬂkb:%cAbJ_o K=0,1,...n—2 (72)
1]
ajj = C:A_\n*flbj (73)
cAY 1y — i A 1 (74)
G”
ety = 2 oAk, (75)
CX”
cﬂk(b—%b) 0k=01.. . n-1 (76)
ij

Using this result and applying (3.60)) ¢ésl — A_\)_l(bi — g—:;bj), we obtain

c(sl—A)~1 (bi - %b,—) 0. (77)
ij

In view of (3.58), we see that (3.77) is equivalent to (3.59%l — A— bikiT) ~1bj = ijWin(S).
Thisresultis true foralj =1,2,...,m, j #1.
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e Remark: On pages 71 and 72, the proof ot Lemma 3.2.1 is given basedomnt@llable canon-
ical form realization 4, bj, ¢) and the fact thatA4, b, c) and @, bj, c¢) have the same relative
degreen*. The result of the lemma leads to

c(sl— A—biki") ~{bi i 4+-bjuj] (t) = Win(s)atii [ fi] (t) +Win(S)atij [uj] (t)

for two signalsfi(t) andu;(t), asc(sl — A—bik;T) ~thi = Win(s)ai andc(sl — A—bikiT ) ~1b; =
Win(s)aij, for aji = c(A+bikiT )" ~1b andaij; = c(A+bikiT)™ ~1b; as verified in the proof.

When @, bj, ¢) is not in the controllable canonical form realization bat b;, c) and @, b,
c) have the same relative degrete there is a transformation matrix such thatA; = T ~1AT,
bic = T~ b, andce = cT are in in the controllable canonical form realization, satth

c(sl—A—biki") b fi + bju;](t)
= Ce(sl— Ac— bicki) Hbic fi + T bju](t),

wherekiL = kT T. Since @, bic, ¢c) and @c, T 1bj, c) have the same relative degree aAg (
bic, C¢) is the controllable canonical form realization, we alseéna

c(sl —A—bikiT) ~bi fi 4+ bjuj] (t) = Win(S)atii [ fi] (t) +Win(s)atij [uj] (t).

e Remark: From Lemma 3.2.1, we can see that

1 1
c(sl—A—biky; )b % Po(S) c(sl—A—biky' ) b; <
have the same zeros. This can be verified as follows. F(@in-A— bikiiT)‘lbi = szfn(s) it

follows that there are — n* poles ofA = A+ biki" (those different from the zeros &%,(s)) are
made unobservable b aty(t) = cx(t) (that is, €, A+ biki") hasn —n* unobservable poles),
given that A+ by kjiT, bi) is controllable asA, byj) is controllable and the state feedback gdeiin
does change the controllability oA§- by k’{iT, b)) and @A, b;). This implies that

Pi(s)
Pm(s)

c(sl—A—bikiT ) "b; =
for some polynomiaP;(s) of degreen* — 1 or less.
From the condition thatAb; = 0, cAb; = 0,k=0,1,...,n* — 2, we have
cAbj = c(A+bikiT ) (A+biki ¥t = cAA+ bk )< bj = - = cAb; = 0
fork=0,1,...,n" — 2, and from the additional condition thad\”*_lbj # 0, that
cA" ~1hj = cA(A+bikiT )" %) = - = c(A" 1+ AT “2pik;T )bj = cA” ~tb; #£0.

From (3.60)—(3.62), the degree Nfs) for b = bj isn—n*, that is, the degree &(s) is 0.
This remark actually gives a simpler proof of Lemma 3.2.1.

The case when the degree Bf(s) is larger than O corresponds to the case when the relative
degree of A, bj, c) is less tham*, that is, whercA"bj # 0 for somek < n* — 1.



What if the relative degree of\( bj, ) is larger tham®, e.g.,cA”*_lbj = 0 in addition, so that
cA™ ~1hj = cA(A+bikiT )" %) = - = c(A" L+ AT “2pikiT )by = cA” ~tbj =0,

in addition tocA¥bj = c(A+ biki )b} = 0 for k = 0,1,...,n* — 2. In this case, it follows
from (3.69):c(A" +a; A" ~ttar A2+ 4 asA+ajl) =0, thatcA™ bj = 0. Similarly,
CA_\kbj =0fork=n*+1,...,n—1, so thatN(s) = 0 in (3.62) withb = bj, that is,Pj(s) = 0 or
c(sl— A—bikiT)~tb; = 0. Thus, we have the result:

Proposition 1 Assume thatA, by;) is controllable and there arejke R" and K; € R such that

1
Pm(s)

where Ry(s) is a monic polynomial of degre€ nThen, (i) for any b R" such that the relative
degree of (c, A, P is nj < n*, there is a polynomial fs) of degree fi— nj such that

i(
Pm(s

and (i) for any j € R" such the relative degree of (c, Ay)lis n; > n*, it follows that

(sl — A—bikiT) ~thiks = Win(s) =

Y
«

c(sl—A—bikil ) th; =

~

0
| - A—bikiT) th; = =0.
C(S 1] ) J Pm(S)
Note thatcA™ b; = 0 means that
CA" bj = cA(A+bikiT )™ b = - = ¢(AT + AT ~1bikiT )bj = cA" b + cA" ~thikiTbj = 0.

A direct proof ofcA™ bj + cA"” ~tbikiTb; = 0 may not be simple.
On page 72, after (3.75)k"=nxtok=n—1" should be k=n*tok=n—-1".

On page 78, (3.112) should be
aij

5 ) =Y ——uj(t).
;-, i .

On page 79, the last sentence of the paragraph above (3sld@xtated for the problem of “up
to m— 1" actuator failures, which implies th&t, A,b;), j = 1,2,...,m, all have relative degree
n*, a condition needed for the matching equation (3.116) (tineected version; see below).

For the problem of totally less tham— 1 actuator failures, the condition that,A bj), j =
1,2,...,m, all have relative degre® needs to be explicitly stated.

On page 80, (3.116) should be

-1
c(sI—A— S bjkﬂ> [ S bifi+ Y byl (t)=0
p

J#110p J#110p J=i10]



. . =A : :
e Remark: In this equationA = A+ z#jlmjpbikﬂ is the nominal closed-loop system charac-
teristic matrix for a desired nominal vallkg, of the gain vectok; 1, such that

-1
c(sI—A— > bjkﬂ> Y b =Wn(9)ks,
j7éj17~->jp j#jl?'“vjp

(by the closed-loop plant-model matching condition) and

-1
c(sI—A— S bjkﬂ> bj = —Win(s)ks;ksy *
J#i1mdp

(by Lemma 3.2.1), where
oo i L
I o P

aij = cA" ~b; andaj = cA_\”**lz#hmjpbj (as from the proof of Lemma 3.2.1).
The controller (3.113) can then be expressed as

vi(t) =Va(t) = =vp(t) =0T w

for some parameter vect@rwhich contains all parameters kf1, ko1 and those inf1(t), and a
corresponding vector signal(t). The same form of the error equation (3.101) can be obtained
with the new notatio® = A+, biki] andp* = 1/kj,.

e Remark: For (3.47), with the designs of Chapter 3, if the relativerdegof(A, b;,c) is equal to
the relative degree @fA, bj, c), thenu; can compensate (reject) a time-varying failuye= uj(t);
if the relative degree ofA, bj,c) is less than the relative degree (@, bj,c), thenu; can make
the effect ofu; disappear (using state feedback, which is crucial); andefrelative degree of
(A,bj,c) is larger than the relative degree @, bj,c), thenu; can only compensate (reject) a
constant failurau; = uj = ujo.

The equal relative degree assumption (A3.2) is needed fctmsidered problem in which
there can be up tm— 1 actuator failures in the system, including the case wheturabfailure
compensation of actuators is needed, thdiish;, c) and(A, bj, c) have to have the same relative
degree, in order for them to be able to compensate for eacrefailure.

e Remark: If the relative degree ofA, bj, ) is larger than the relative degree @, bj, c), thenu;
can compensate (reject) a time-varying failure= u;(t) (it can make the effect af; disappear
by using state feedback). An input filter@tcan make the relative degree of the ngiwbj, c)
equal to that of(A, bj,c) but this does not help the new to deal withu; (while u; can still
compensate (reject) a time-varying failune= u;(t) but it no longer can make the effect of
u; disappear using state feedback, so it actually decreasesthpensation power of the new
uj). Morever, whenu; fails it fails at the olduj, andu; still can only compensate (reject) a
constant failurai; = uj = ujo. Hence, the idea of using an input filter does not relax aryrii
compensation condition.

e Remark: For (4.55), if the relative degree é‘% is equal to the relative degree é{%) then

u; can compensate (reject) a time-varying failufe= u;(t), if the relative degree '((SS)) is less



than the relative degree é% thenu; can compensate (reject) a time-varying failuye= uj(t)

but cannot make the effect of disappear by using output feedback (see page 99), and if the
relative degree oﬁ((—ss)) is larger than the relative degree %(g thenu; can only compensate
(reject) a constant failure; = uj = ujo.

Similarly, the equal relative degree assumption in (Adsk)eeded for the considered problem in
which there can be up tm— 1 actuator failures in the system, including the case wheturalu
failure compensation of actuators is needed.

On page 98, line 7,87 wy (t)” should be 8;7 %

On page 98, line 10, “(3.7)” should be “(3.47)".
On page 98, line 14, “tracking” should be “tracks”.

Remark: On page 46, for the conditions (2.166)—(2.168), if theydhior g = 1, then they also
hold form > q > 1. In other words, if anyn— g failures can be compensated, then amy i
failures can be compensated for evesyq+1,q+2,...,m— 1 (andi = m, the no failure case).

Remark: On page 99, line 3 (s) is a monic polynomial of degre@ — 1, satisfie (S)Pm(s) =

P.(s)+% for some polynomiaR(s) of degreen— 1 (such tha®;Ta(s) + 05,/\(s) = —8* R(9)).

On page 99 and page 100, use the notattpjﬁ to replace 9]‘ in (4.65), (4.66) and (4.70), and
“pj(t)” to replace ‘wj(t)" in (4.65), (4.66), (4.69), (4.70), (4.71) and (4.73).
On page 100, in (4.70) A(s)” is revised as

A<S) = [|q+l73|q+17 cee 7Sn—2|q+1]T‘

On page 101, use the notatiog;" to replace 8;" in line 8, (4.78) anddg, (¢, .. . , @), “ Y] (t)”
to replace toj(t)” in line 8, (4.80) (b1(t),...,Pm(t)), and ‘weo(t)” to replace to(t)”.

On page 101,6%(t)” in (4.80) is revised as
=Wt (A—[wm](t))T]T-

On page 101,A(s)” in (4.80) is revised as

A(s) = llg+1, Sl 1,8 “lgya] "

Remark: On page 102, after “...limM.« (Y(t) — ym(t)) = 0", we note the following:

In the parametrization (4.79), the parameter vector dinogisscan be reduced. F, since
the first components afy(t) (which is j(t), under the new notation),= 1,2,...,m, are all
equal to 1, the corresponding componentgjncan be combined as one single parameter, with
the first components afy(t) (or j(t)), i = 2,...,m, being deleted frono(t) (which is wgo(t),
under the new notation).



Similarly, for 65 andws(t), the first components cﬁ%[wi](t), i=1,2,...,m, are all the same
(which converges to the constaﬁ%o—) and can be replaced % in the design), and the cor-
responding components Bf can be combined as one single parameter, with the first compo-

nents of% [Wil(t),i=2,...,m, being deleted fronwg(t). The(k(q-+ 1) + 1)th components of
%Nﬁ](t), i=12,....,m are all the same (equal to 0), o= 1,...,n—2, which can be deleted

from we(t), with the corresponding componentsdfibeing also deleted froré.

In the expression (4.53), a more compact form is wjth q; for eachj, which can be similarly
handled with a modification to the parametrization (4.79).

On page 105, line 3,Gjj(s), i =1,...,M, j =1,...,n;, are 1x M vectors” should beGj;(s),
i=1....,M,j=1...,n, areM x 1 vectors”.

On page 119, in (5.81) and (5.82), “-0.12879” should be “t@&79” and “0.21326” should be
“0.021326".

On page 120, in (5.83), “-0.12879" should be “-0.012879” &0d13” should be “-0.013".

On page 155, in line 5, change “We segment the elevator it6For (7.40), we segment the
elevator into”, and in (7.61), chang8= [by,bs|” to “B = [by, by]".

On page 156, in line 14, change(t)” to “v(t) = vp(t)".
On page 120, in the line before (5.85), change “no-failuset#o “no-failure case with (5.82)".

On page 173, in equation (8.68), <0yg < %” should be “O< yg < 1”.
p

On page 174, equation (8.68) should be

to t2

Z (Y(t) —ym(t))* < c1+C2 Z d?(t) + cap(ta —ty)

On page 182, in (9.18) and (9.20),should be P& +S1+ch_puy”; below (9.18), add P € RLxP
andSe R ("P) gre some vectors” and in (9.19% should be:

Ce
CcAc

ccAE‘l
P

Remark: On page 226, in (10.141), and after, the same notatns‘used to denote an un-
known parameter vector, instead of the bitch angle in (18). 18til before (10.141).

On page 258, line 16, and, on page 261, the last line, “Remafk I’ should be “Remark
11.4.3"



e The example in Chapter 11, Section 11.4.4, is from

H. Xu and M. Mirmirani, “Robust adaptive sliding control farclass of MIMO nonlinear sys-
tems,”Proceedings of the 2001 AIAA Guidance, Navigation and CbGmmferenceMontreal,
Canada, August 2001.

with the altitude fixed as a constant so that the system bead®80 one.
e On page 265, last line, “7-11" should be “7-8".

e Remark: On page 266, the aircraft models are studied in differeaptérs:

— Boeing 737 longitudinal dynamics model (elevator/stabiifailure)
Chapter 7

— Boeing 737 lateral-directional dynamics model (ruddézfan failure)
Chapter 5

— Boeing 747 lateral-directional dynamics model (ruddelufa)
Chapter 2, Chapter 3, Chapter 4, Chapter 8

— DC-8 lateral-directional dynamics model (aileron failure)
Chapter 6

— F-18 wing dynamics model (aileron failure)
Chapter 10

— Twin Otter longitudinal nonlinear dynamics model (elevdtlure)
Chapter 10

— a hypersonic aircraft longitudinal nonlinear model (etevdailure).
Chapter 11
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