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Abstract—This paper proposes a general framework for reconstructing sparse images from undersampled (squared)-magnitude data corrupted with outliers and noise. This phase retrieval method uses a layered approach, combining repeated minimization of a convex majorizer (surrogate for a nonconvex objective function), and iterative optimization of that majorizer using a preconditioned variant of the alternating direction method of multipliers (ADMM). Since phase retrieval is nonconvex, this implementation uses multiple initial majorization vectors. The introduction of a robust 1-norm data fit term that is better adapted to outliers exploits the generality of this framework. The derivation also describes a normalization scheme for the regularization parameter and a known adaptive heuristic for the ADMM penalty parameter. Both 1D Monte Carlo tests and 2D image reconstruction simulations suggest the proposed framework, with the robust data fit term, reduces the reconstruction error for data corrupted with both outliers and additive noise, relative to competing algorithms having the same total computation.

Index Terms—phase retrieval, sparsity, majorize-minimize, alternating direction method of multipliers.

I. INTRODUCTION

Phase retrieval [1]–[3] refers to the problem of recovering a signal or image from magnitude-only measurements of a transform of that signal. This problem appears in crystallography [4]–[7], optics [8], astronomy [9], and other areas [10]–[14].

Phase retrieval is inherently ill-posed, as many signals may share the same magnitude spectrum [15]. To address this issue, existing phase retrieval algorithms incorporate different sources of prior information. The Gerchberg-Saxton error reduction method [16] of alternating projections uses magnitude information about both an image and its Fourier spectrum. Fienup’s hybrid input-output algorithm [17], [18] generalizes the image domain projection of error reduction to other constraints such as image boundary and support information [19]–[24]. More recently, the alternating projections framework [25] has been extended to sparse reconstruction [26]–[28]; examples include compressive phase retrieval [29], the message-passing method PR-GAMP [30], and the sparse Fienup method [31]. Other formulations approach phase retrieval differently. One method uses rough phase estimates [32] to dramatically improve reconstruction quality. Another uses a matrix lifting scheme [33], [34] to construct a semidefinite relaxation of the phase retrieval problem [35] that may be combined with sparsity-promoting regularization [33], [36]–[41]. Graph-based and convex optimization methods in [42] and greedy algorithms like GESPAR [43] also employ sparsity for phase retrieval.

Measurements can be very noisy at the resolution desired in many phase retrieval imaging applications. Many existing methods either ignore measurement noise or use quadratic data fit terms. The proposed method, based on [44], employs a robust 1-norm data fit term, corresponding to the negative log-likelihood of a Laplace distribution, to improve robustness to outliers. This data fit term can also be found in some matrix lifting phase retrieval methods [40], [41], at the expense of much larger memory and computational resources. Fast convergence of the proposed reconstruction can be achieved through a new optimization framework nesting two iterative components: alternating direction method of multipliers (ADMM) iterations inside each step of an outer majorize-minimize (MM) algorithm. This framework accommodates both the desired 1-norm data fit term and sparsity-promoting regularization. More specifically, majorization yields a tight convex surrogate for the original nonconvex objective. Introducing an auxiliary variable enables efficient minimization of this majorizer via a more easily separable preconditioned variant of ADMM (ordinary ADMM was used in [44]).

This paper is organized as follows. Section II presents a robust cost function for the phase retrieval problem. Section III introduces a convex majorizer for this optimization problem, and Section IV describes the use of ADMM to solve this convex subproblem. This section also introduces an optional regularization parameter normalization factor for Monte Carlo simulations and an existing adaptive heuristic for the ADMM penalty parameter [45] to greatly reduce manual tuning of these parameters. Experiments in Section V validate the parameter selection approach, compare convergence against a conventional algorithm applied to the robust phase retrieval problem, and evaluate the proposed method against existing sparsity-promoting phase retrieval methods, including a 1-norm variant of sparse Fienup [31], the message-passing method PR-GAMP [30], and GESPAR [43]. Supplementary material includes a comparison with CPRL matrix lifting [37]; however, extreme memory requirements prevented CPRL from inclusion in the experiments with larger signals. Both 1D Monte Carlo and 2D simulations demonstrate that the proposed approach improves reconstruction quality versus all four competing methods when measurements contain both outliers and additive noise. Section VI discusses the proposed
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framework and algorithm and future extensions.

Code is online at http://people.virginia.edu/~dsw8c/sw.html. A supplement with additional experiments and derivations is available from IEEE Xplore.

II. PROBLEM STATEMENT

The following forward model describes the acquisition of $M$ squared-magnitude measurements $\mathbf{y} = [y_1, \ldots, y_M]^T$ from a general $M \times N$ linear transform $\mathbf{A}$ of a length-$N$ (complex-valued) signal $\mathbf{x}$:

$$y_m = |(\mathbf{A}\mathbf{x})_m|^2 + \nu_m, \quad m = 1, \ldots, M,$$

where $[\mathbf{A}\mathbf{x}]_m = \sum_{n=1}^N A_{mn}x_n$, and $[\nu_1, \ldots, \nu_M]^T$ is a vector of white Gaussian noise added to the squared-magnitude data. In contrast to adding noise to the complex $\mathbf{A}\mathbf{x}$ before taking the magnitude, as in [17], [30], this paper uses the post-magnitude noise model found in [25], [33], [35], [37], [43]. The vector $\mathbf{x}$ may represent either a 1D signal or a higher dimensional image, colorized.

Expanding beyond the conventional model in (1), the proposed framework aims to minimize the sum of negative log-likelihood functions $\sum_{m=1}^M -\ell(y_m; |(\mathbf{A}\mathbf{x})_m|^2)$, for $q \geq 1$. The system may measure the magnitude $|(\mathbf{A}\mathbf{x})_m|$ ($q = 1$), its square ($q = 2$), or a more general power ($q \geq 1$). More importantly, the data fit term extends more broadly to negative log-likelihood functions of the form $f(h([\mathbf{A}\mathbf{x}]_m; y_m))$, where $f(\cdot)$ is convex and nondecreasing (on $\mathbb{R}_+$), and the function

$$h(t; y) \triangleq |y - |t|^q|$$

of $t \in \mathbb{C}$ is the data fit error for fixed $y \in \mathbb{R}$. For this class of log-likelihood functions, the majorizer derived in Section III is convex in $\mathbf{x}$. To account for outliers in squared-magnitude measurements, this paper explores using the negative log-likelihood of a Laplace distribution:

$$-\ell(y_m; |(\mathbf{A}\mathbf{x})_m|^2) \propto |y_m - |(\mathbf{A}\mathbf{x})_m|^2|.$$  

This data fit term takes the form of a 1-norm and has a long history of providing robustness to outliers, even if the measurement noise does not follow a Laplace distribution [46].

In this work, the 1-norm $\|\mathbf{x}\|_1$ regularizes the ill-posed phase retrieval problem, promoting image sparsity. Including a synthesis transform in the sensing matrix $\mathbf{A}$ directly extends this prior to synthesis-form sparsity. The proposed phase retrieval approach seeks a minimizer $\hat{\mathbf{x}} \in \mathbb{C}^N$ of

$$\arg \min_{\mathbf{x} \in \mathbb{C}^N} \Psi(\mathbf{x}) \triangleq \sum_{m=1}^M f(h([\mathbf{A}\mathbf{x}]_m; y_m)) + \beta \|\mathbf{x}\|_1,$$

where $\beta > 0$ is the regularization penalty parameter, and $h(\cdot; y_m)$ is given by (2). The reconstructed signal $\hat{\mathbf{x}}$ should be approximately sparse and roughly consistent with the data.

The proposed formulation in (4) shares a 1-norm data fit term with recent matrix lifting phase retrieval methods [40], [41], but with greatly reduced memory requirements. Many other existing approaches implicitly (via projections) or explicitly minimize the quadratic negative log-likelihood representing a Gaussian distribution and are not designed to accommodate this data fit term, limiting their robustness to outliers.

The competing GESPAR method [43] also is restricted to 0-“norm” sparsity (counts the number of nonzeros).

III. MAJORIZATION OF THE MEASUREMENT OBJECTIVE

The inverse problem formulation of phase retrieval is particularly difficult to solve because having only magnitude information makes the data fit term in the objective function $\Psi(\mathbf{x})$ in (4) nonconvex. Although conventional methods like nonlinear conjugate gradients (NLCG) [47] can approximately minimize $\Psi(\mathbf{x})$, the more sophisticated approach proposed in this section facilitates much more rapid convergence. This approach begins by constructing a convex majorizer for $\Psi(\mathbf{x})$. Section IV describes an iterative method for minimizing this majorizer effectively.

A. Derivation of the Majorizer

A majorizer $\phi(t; s, y)$ of the function $h(t; y)$ of $t$ in (2) satisfies two properties: $\phi(s; s, y) = h(s; y)$, and $\phi(t; s, y) \geq h(t; y)$, for all $t$. Decreasing the majorizer value also reduces the value of the original function [48], so $h(t; y) < h(s; y)$ if $t$ satisfies $\phi(t; s, y) < \phi(s; s, y)$. Assuming $f(\cdot)$ is convex and nondecreasing, and the majorizer $\phi(t; s, y)$ is convex in its argument $t$, $f(\phi(t; s, y))$ is also convex in $t$ and majorizes $f(h(t; y))$ [49]. The approach below for finding $\phi(t; s, y)$ is related to the concave-convex procedure [50], [51].

Let $h_+(t; y) = |t|^q - y$, and $h_-(t; y) = y - |t|^q$ be functions of $t$. Then, $h(t; y) = \max\{h_+(t; y), h_-(t; y)\}$. As $q \geq 1$, $h_+(t; y)$ is already convex in $t$, but $h_-(t; y)$ is concave in $t$. When $y \leq 0$, $h(t; y) = h_+(t; y)$; Otherwise, a majorizer $\phi_-(t; s, y)$, convex in $t$, replaces $h_-(t; y)$. In this case, $\phi_+(t; s, y) = \max\{h_+(t; y), \phi_-(t; s, y)\}$ is convex in $t$ and majorizes $h(t; y)$.

Since $h_-(t; y)$ is concave in $t$, its tangent plane about some point $s \in \mathbb{C}$ is a suitable convex majorizer:

$$\phi_-(t; s, y) = (y - |s|^q) + (-(q)s^{q-1})\text{Re}\{e^{-i\Delta t(t - s)}\} = y + (q - 1)|s|^q - q|s|^{q-1}\text{Re}\{te^{-i\Delta t}\},$$

When $|s|^q < y$, $\phi_-(t; s, y)$ is tight among convex majorizers. However, when $|s|^q > y$, $s$ is in the convex region of $h(t; y)$, and the tangent plane for $s \equiv y^{1/q}e^{i\Delta t}$ majorizes $h_-(t; y)$ more tightly in the range of $|t|^q \leq y$. Fig. 1. The data fit error $h(t; y)$ (blue solid line) and the convex majorizer $\phi(t; s, y)$ (red dashed line) are plotted for real $t$, $y = 1$, and $q = 2$. Circles highlight the majorization points $s$ for both examples. In the left figure, $s$ is in the concave region of $h(\cdot; y)$, so the tangent plane at $s$ is used in this region. In the right figure, $s$ is located in the convex region of $h(\cdot; y)$, and the tangent plane at $y^{1/q}e^{i\Delta t}$ is used instead.
**Algorithm 1** Majorize-minimize scheme for solving (4).

Require: $I_{nm}$, $\epsilon_{nm}$, random $s^0 \in \mathbb{C}^M$.

for $i = 1 : I_{nm}$ do

$$x^i \leftarrow \arg \min_x \Phi(x; s^{i-1}).$$ \hfill (8)

$$s^i \leftarrow Ax^i.$$ \hfill (9)

if $\|s^i - s^{i-1}\| < \epsilon_{nm}$ then break

end if

end for

In summary, the majorizer for the function $h(t; y)$ of $t$ is

$$\phi(t; s, y) = \begin{cases} h_+(t; y), & y \leq 0, \\ \max \{ h_+(t; y), \phi_-(t; s, y) \}, & |s|^q < y, \\ \max \{ h_+(t; y), \phi_-(t; s, y) \}, & 0 < y \leq |s|^q. \end{cases}$$ \hfill (6)

In the first case, $h(t; y)$ is already convex in $t$. The second and third cases correspond to $s$ being in the concave and convex regions of $h(; y)$, respectively. Figure 1 portrays examples of the function $h(t; y)$ and its surrogate $\phi(t; s, y)$ in both the second ($s$ in concave region) and third ($s$ in convex region) cases. Substituting $\phi(t; s, y)$ for $h(t; y)$ in the objective $\Psi(x)$ in (4) yields its majorizer $\Phi(x; s)$, convex in $x$:

$$\Phi(x; s) = \sum_{m=1}^M f(\phi([Ax]_m; s_m, y_m)) + \beta \|x\|_1.$$ \hfill (7)

Having constructed $\Phi(x; s)$, the sequel describes how to minimize $\Psi(x)$ using this function.

**B. Majorize-Minimize (MM) Algorithm**

The proposed approach to solving (4) uses the majorize-minimize (MM) scheme \cite{58, 59} outlined in Algorithm 1. Each iteration of this MM method decreases $\Psi(x)$ by majorizing $\Phi(x; s)$ over $x$, converging to a critical point of $\Psi(x)$ when $\Psi(\cdot)$ and $\Phi(\cdot; s)$ are differentiable at every non-critical majorization point $x = s$. Running the algorithm for multiple different initial choices of $s^0$ increases the chance of finding a global optimum of the original nonconvex problem. Many phase retrieval methods also employ multiple initializations, as do nonconvex solvers more generally.

**IV. SOLVING THE MAJORIZED OBJECTIVE WITH ADMM**

Jointly minimizing $M$ pairwise maximum functions to minimize (7) directly would be combinatorially hard. Instead, introducing an auxiliary vector $u = Ax$, each function in the summation in (7) depends only on a single $u_m = [u]_m$. The constrained problem using this auxiliary variable is

$$\{x^i, u\} \leftarrow \arg \min_{x, u} \sum_{m=1}^M f(\phi(u_m; s_m, y_m)) + \beta \|x\|_1,$$

s.t. $u_m = [Ax]_m$, $m = 1, \ldots, M.$ \hfill (10)

The alternating direction method of multipliers (ADMM) framework \cite{60, 61, 62} uses the augmented Lagrangian of this constrained problem:

$$\mathcal{L}_A(x, u, b) \triangleq \sum_{m=1}^M f(\phi(u_m; s_m, y_m)) + \beta \|x\|_1$$

$$+ \frac{\mu}{2} \|Ax - u + b\|_2^2,$$ \hfill (11)

where $b \in \mathbb{C}^M$ and $\mu > 0$ are the scaled dual vector (Lagrange multipliers) and augmented Lagrangian penalty parameter, respectively. The implementation of ADMM in Algorithm 2 minimizes (11), subject to $u = Ax$. To simplify notation here and in subsequent sections, define $d_m = [Ax + b]_m$. Initially, $x^0, u^0$, and $b^0$ are set to 0. In later iterations, the last $x$, $u$, and $b$ from the previous run of ADMM “warm-start” the next run. Methods for updating $x$ and $u$ depend on the specific $A$ and $f(\cdot)$ used. This paper provides details for general $A$ with the 1-norm data fit term.

**A. Updating x**

The update for $x$ in the preceding ADMM framework has the extensively studied synthesis form of compressed sensing (CS) \cite{63, 64, 65}. Various CS algorithms may be appropriate, depending on the structure of $A$.

If $A$ is left-unitary, so that $A'A = I$, then the least-squares term in (12) simplifies to $\|x - A'(u^i - b^i)\|_2^2$, plus a constant term. In this case, updating $x$ becomes soft thresholding:

$$x^{i+1} = \text{soft}([A'(u^i - b^i)]_n; \frac{\mu}{\|A\|^2}),$$

where

$$\text{soft}(x; \tau) = \frac{x}{|x|} \max\{\|x\| - \tau, 0\}.$$ \hfill (15)

Otherwise, an iterative algorithm like FISTA \cite{66} could be embedded within the ADMM method \cite{44}. Instead, we use “preconditioned” ADMM (PADMM) \cite{67, 68} accelerated using Nesterov momentum \cite{69}, essentially using a single FISTA step as the $x$-update in (12):

$$x^i = \text{soft}(x^{i-1} - \frac{1}{\mu} A'(Ax^{i-1} - u^{i-1} + b^{i-1}); \frac{\mu}{\|A\|^2}).$$ \hfill (16)

$$t^i \leftarrow (1 + \sqrt{1 + 4(t^{i-1})^2})/2.$$ \hfill (17)

$$z^i \leftarrow x^i + \frac{t^i - 1}{t^{i-1}}(x^i - x^{i-1}).$$ \hfill (18)

\(^1\)This method differs from accelerated ADMM \cite{70} that applies momentum without introducing the separable majorizer simplifying the quadratic augmented Lagrangian penalty in (11) we depend on here.
The scalar $c$ must satisfy $cI \succeq A'A$: it can be precomputed using power iterations, or found directly in many cases. For example, $c = 1$ for the undersampled unitary discrete Fourier transform (DFT) used in the experiments in this paper. “Gradient-based” adaptive restarting [65] can help avoid divergence: when the momentum term $x^t - x^{t-1}$ points away from $x^t - x^{t-1}$, the momentum is reset ($t^t = 0, t^t = 1$). While PADMM does not possess the same convergence guarantees as regular ADMM, faster convergence may be possible by adjusting the dual update in (14); see [66].

B. Updating $u$

Because of the proposed variable-splitting, updating the auxiliary vector $u$ can be performed element-by-element. Since $f(\cdot)$ is monotone nondecreasing, and $\phi(u_m; s_m, y_m)$ is the pointwise maximum of two functions (for $y_m > 0$),

$$f(\phi(u_m; s_m, y_m)) = \max\{f_+(u_m), f_-(u_m)\}$$

where

$$f_+(u_m) = \frac{\mu}{2} |u_m| - d^m + f(h_+(u_m; y_m))$$

$$f_-(u_m) = \frac{\mu}{2} |u_m| - d^m - \mu$$

and $d^m = [Ax_0 + b]_m$. Updating $u_m$ is equivalent to solving

$$\arg\min_{u,T} f_+(u) + f_-(u) - f_+(u) + f_-(u) \leq T.$$

The minimizing $T$ corresponds to the value of $f(\phi(u; s_m, y_m))$ at its minimum (with respect to $u$). The Lagrangian of (21) is $T + \gamma_+(f_+(u) - T) + \gamma_-(f_-(u) - T)$, with Lagrange multipliers $\gamma_+, \gamma_- \geq 0$. Differentiating yields $\gamma_+ + \gamma_- = 1$. Three possibilities exist:

1. $\gamma_+ = 1, \gamma_- = 0$: The optimal $u = u_+$ minimizes $f_+(u)$ and satisfies $f_+(u) - f_-(u) = f_+(u) > f_-(u)$.
2. $\gamma_+ = 0, \gamma_- = 1$: The optimal $u = u_-$ minimizes $f_-(u)$ and satisfies $f_+(u) > f_-(u)$.
3. $\gamma_+, \gamma_- > 0$: Both $f_+(u)$ and $f_-(u)$ equal $T$. The optimal $u = u_\pm$ minimizes both of these functions along the curve $f_+(u) = f_-(u)$.

For $f(\cdot)$ corresponding to the 1-norm data fit term in (3) on squared-magnitude measurements ($q = 2$), the optimal values of $u$ for each case for the $n$th measurement are

$$u_+ = \frac{\mu}{2} |u_m| - d^m,$$

$$u_- = \frac{\mu}{2} |u_m| + d^m,$$

$$u_\pm = \sqrt{2(y_m^2 + s_m^2)} e^{\lambda_c^2(2\mu s_m + \mu d_m) - s_m}.$$

When $|s_m| \geq y$, we replace $s_m$ above with $\bar{s}_m$. The functions $f_+(u)$ and $f_-(u)$ are evaluated for each case to determine which of the three cases applies. These expressions, and corresponding expressions for quadratic $f(\cdot)$, are derived in the supplement.

C. Computational Complexity

The proposed algorithm consists of nested layers of iterative methods, adding complexity compared to simpler methods like nonlinear conjugate gradients (NLCG). Multiple initial values of $s^0$ are tested to increase the likelihood of finding a global minimum. For each initial value, several iterations of the MM algorithm in Algorithm 1 are run. Finally, for each outer iteration of the MM method, several inner iterations of ADMM (or PADMM) are performed.

Each iteration of ADMM/PADMM involves updating $x$, $u$, and $b$. Updating $x$ involves two matrix-vector products with $A$ or $A'$. Reusing the calculated value of $Ax$ avoids recomputing it through the remainder of the iteration. When $A$ is a DFT matrix, the cost is roughly $O(N \log N)$ for each. At least for the 1-norm data fit term with squared-magnitude measurements, each candidate $u_m$ is a simple function of $d_m$, $s_m$, and $y_m$, so that the cost of updating $u$ is roughly $O(M)$. Updating $b$ is a simple addition, again scaling as $O(M)$. The overall cost of an ADMM iteration is $O(N \log N + M)$.

Without acceleration, the error in $x$ converges roughly as $O(1/I_{ADMM})$ for preconditioned ADMM ($I_{ADMM}$ is the number of iterations) [61]. Empirical convergence behavior of our ADMM implementation is established in the automatic ADMM parameter tuning experiment in Section V-B. Computational costs are reported along with the simulations in Section V. When transitioning from relatively small 1D experiments to a much larger 2D experiment, the number of MM iterations ($I_{mm}$) only increases modestly, and the number of PADMM iterations and initializations remains constant.

D. Parameter Selection

The regularization parameter $\beta$ controls the level of sparsity in the reconstructed signal. Additionally, the ADMM penalty parameter $\mu$ impacts the convergence rate of the inner ADMM/PADMM algorithm. Introducing an adaptive heuristic for $\mu$ and a normalization factor for $\beta$ avoids manual tuning of these parameters for every experiment.

For ADMM penalty parameter $\mu$, the automatic heuristic in [45] and quadratic-optimal strategy in [67] provide alternatives to adjusting $\mu$ manually. The chosen adaptive method, described in [45], starts at some initial value and adapts $\mu$ every 10 ADMM iterations by comparing the residual $u' - Ax$ and dual residual $\mu A'(u' - u')$. This method is compared against using fixed (manually tuned) $\mu$ in Section V-B.

The choice of regularization parameter $\beta$, which reflects prior knowledge about the sparsity of the desired signal, also greatly influences the reconstruction. All the competing methods investigated in this paper use this type of parameter, or the related sparsity factor $K$. While $K$ may be more-or-less known, learning $\beta$ from $K$ is not straightforward [59]. In the Monte Carlo simulations that follow, the optimum value of $\beta$ varies based on the true 1-norm of $x$ and the actual data discrepancy. Not knowing these a priori, this algorithm uses a simple normalization framework for $\beta$ that requires only the measurements $y$ and the approximate noise level/number of outliers. Differentiating $\sum f(h((Ax)_m; y_m))$ with respect
to $\mathbf{x}$, obtains (for a 1-norm data fit term with $q = 2$)
\[ 2\mathbf{A}'D_{\text{noise}}\mathbf{A}\mathbf{x}, \]  
where $D_{\text{noise}}$ is a diagonal matrix with entries $[D_{\text{noise}}]_{m,m} = \text{sign}(|[\mathbf{A}\mathbf{x}]_m|^2 - y_m)$. To make this expression as consistent as possible as the noise level or number of measurements changes, the data fit term is normalized according to the 2-norm of (25). When $\mathbf{A}$ is an undersampled (unitary) DFT, the 2-norm becomes
\[ \left( \sum_{m:|[\mathbf{A}\mathbf{x}]_m|^2 \neq y_m} |[\mathbf{A}\mathbf{x}]_m|^2 \right)^{1/2}. \]
Assuming zero-mean noise, the expected value of $|[\mathbf{A}\mathbf{x}]_m|^2$ is $y_m$. When $y_m$ is an outlier, this is not the case, and $|[\mathbf{A}\mathbf{x}]_m|^2$ is approximated by the average value of the measurements not likely to be outliers. Assuming the $M_{\text{out}}$ largest measurements are the most likely outliers, and $\bar{y}$ represents the arithmetic mean of the remaining measurements, the normalizer becomes
\[ \left( M_{\text{out}}\bar{y} + \sum_{m:y_m \neq y_m} y_m \right)^{1/2} = (M_{\text{out}}\bar{y} + (M - M_{\text{out}})\bar{y})^{1/2} = (M\bar{y})^{1/2}. \]
With this normalization, the proposed algorithm can be applied to a whole set of signals without manually tuning $\beta$ for each one. Although outliers are unknown a priori, the estimation error of $\hat{\mathbf{y}}$ should be small when $M_{\text{out}} \ll M$.

V. Experimental Setup and Results

Simulations throughout this paper consist of generating a length-$N$ sparse signal with $K$ nonzero coefficients, acquiring $M$ samples of the squared-magnitude DFT of that signal, reconstructing the signal using the proposed and/or competing algorithms listed in Table I, and comparing the reconstructed signals against the true signal.

A. Experimental Setup

This section describes the general setup common to all experiments. These experiments are simulations, generating the sparse support of each true signal at random, and randomly sampling the amplitude and phase of each nonzero coefficient uniformly between 0 and 1 (amplitude) and 0 and $2\pi$ (phase).

For each simulated signal, $M$ noise-free measurements are randomly selected from the squared-magnitude of the signal’s DFT coefficients. Randomly selected outliers are set to have an amplitude between one and two times the maximum measurement. Additionally, Gaussian or Laplace noise (40 dB SNR unless stated otherwise) are added to all the measurements.

The reconstructions are performed using multiple initializations, and the “best” reconstructed signal for each method is retained. For the proposed method, 50 initializations are performed per trial, 100 for the fully-sampled ($M = N$) case, and the lowest value of $\Psi(\hat{\mathbf{x}})$ determines the best reconstruction. The regularization parameter $\beta$ is held fixed for the Monte Carlo experiments; the ADMM penalty parameter $\mu$ is automatically adapted [45], not manually tuned. Other reconstruction parameters are provided in Table II. Competing methods include the GESPAR greedy method [43], the L1-Fienup method (sparse Fienup [31] with the image-domain projection modified to project the signal onto the $\ell_1$-ball with radius $\beta_d$, like [29]), and the message passing algorithm PR-GAMP [30]. These other methods are run for at least 50 initializations, but often more to allow for the same total amount of computation (measured via tracking the number of multiplications by $\mathbf{A}$ or $\mathbf{A}'$). The best reconstructions are chosen for L1-Fienup, GESPAR, and PR-GAMP according to the smallest 2-norm data discrepancy. In the supplement, the proposed method is compared with compressive matrix lifting (CPRL) [37]. As CPRL requires significantly more memory to run, with a length-128 complex signal requiring upwards of 17 GB of memory, the experiment featuring CPRL uses a much smaller signal ($N = 64$).

Sparsity and Fourier coefficient magnitudes are invariant to spatial shifts, reversal, and global phase. Thus, the error computation is relative to the best alignment/reversal and global phase for each reconstructed signal. The best alignment is identified for both the reconstructed signal and its reversed version by cross-correlation with the true signal. A global phase term is then estimated from the version with the best alignment. Reconstruction errors are reported relative to the true signal using the median of the squared errors (normalized by $N$) over the set of trials. This peak-signal-to-error ratio (PSER) is converted to dB scale:
\[ \text{PSER} = -10 \log_{10}(\text{median squared error}), \]
where the maximum true signal amplitude is one.

B. Validating Parameter Selection Methods

The first experiment compares convergence of the majorizer objective value in (7) for automatically adapted $\mu$ and fixed,
manually tuned $\mu$. Simulations of a 1D signal are repeated for both $K = 6$ and $K = 8$ sparse coefficients, and both $M = 64$ (undersampled case, using PADMM) and $M = N = 128$ (fully-sampled case, using ADMM) squared-magnitude measurements, corrupted by both additive Gaussian noise (40 dB SNR) and 5 outliers. For each experiment, we run one set of ADMM/PADMM iterations with the 1-norm data fit distribution, some with a fixed penalty parameter $\mu$ (only the best are shown), and others with the adaptive method, starting from different initial values. For these experiments, the regularization parameter $\beta$ is chosen to portray a range of convergence behaviors, not to optimize the reconstruction.

For sparsity $K = 6$ and both $M = 64$ and $M = N = 128$ noisy measurements, Figure 2 portrays the objective function convergence rates over $I_{\text{ADMM}} = 100$ ADMM/PADMM iterations for the three best fixed choices of $\mu$, relative to the best overall objective function value observed after 400 iterations. These are compared against the adaptive method starting at the best ($\mu = 1$) and a suboptimal ($\mu = 0.1$) initial value. This experiment verifies that the adaptive method achieves nearly as good convergence as the best fixed method in both the undersampled (using PADMM) and fully-sampled (using ADMM) cases, even when not initialized to the best choice of $\mu$. The same experiment for different sparsity $K = 8$ yields similar results to the example shown. Since the adaptive method appears to ensure rapid convergence across varying degrees of measurements and sparsities, this adaptive heuristic scheme with initial $\mu = 1$ is employed throughout the experiments that follow, without any additional tuning.

To observe how sensitive the regularization parameter $\beta$ with the proposed normalization factor is as the sparsity level $K$ or number of measurements $M$ varies, the proposed algorithm is evaluated on sets of 50 simulated signals, each of whose squared-magnitude measurements are corrupted with additive Gaussian noise (40 dB SNR) and 5 outliers. In [44], $\beta$ scales roughly linearly with the number of measurements for the proposed method without normalization. With normalization, the optimal $\beta$ appears to remain fairly constant between 0.1 and $10^{-0.9}$. Figure 3 plots the median squared error (lines) and error quartiles (boxes) versus the regularization parameter $\beta$ for (a) different sparsity levels $K = 3, 5, 6, 8$, holding $M = N = 128$ fixed, and for (b) different measurements $M = 32, 64, 96, 128$, holding $K = 3$ fixed. The $\beta$ values found in this experiment are fixed and reused in all the Monte Carlo experiments, regardless of noise level or type, with no further tuning.

To ensure competing methods are not at a disadvantage, both GESPAR and PR-GAMP are provided the true sparsity ($K$) for each signal. For the $L_1$-Fienup method, the radius $\beta_M$ of the $\ell_1$-ball constraint is set to the 1-norm of the true signal.
Objective \( \Psi(x) \) for each NLCG iteration \( i \) and the equivalent MM iteration for both NLCG (solid line) and MM with adaptive preconditioned ADMM (circles), for \( K \)-sparse length-\( N \) signals from length-\( M \) noisy data (40 dB SNR AWGN noise, 5 outliers).

**C. Rapid Convergence with Preconditioned ADMM**

The robust phase retrieval problem described in (4) can be solved via conventional methods including nonlinear conjugate gradients (NLCG), if the 1-norm is approximated by a differentiable function. However, close approximations to the 1-norm have a high curvature that slow convergence of NLCG. We compared empirically the convergence rates of NLCG and the proposed algorithm. Representative length-128 signals, one with sparsity \( K = 6 \) and \( M = 64 \) noisy measurements, and the other with sparsity \( K = 8 \) and \( M = 128 \) noisy data (both 40 dB SNR Gaussian noise and 5 outliers), are reconstructed using both methods. First, the MM method with adaptive preconditioned ADMM is run for 50 initializations, and the best result (minimum objective value) is kept. Then, the NLCG method is run for that same best initializer, for a number of iterations equivalent to the total number of inner iterations of the preconditioned ADMM method. The objective function in (4) is plotted for each NLCG iteration (solid line) and every MM iteration (circles) in Fig. 4. The plotted objective functions converge at very different rates, with a distinct advantage to the proposed MM algorithm with adaptive preconditioned ADMM.

**D. Monte Carlo Comparisons (1D)**

This section compares the proposed phase retrieval method against the competing methods listed in Table I via 50-trial Monte Carlo simulations with different values of sparsity \( K \), number of measurements \( M \), and noise/outlier levels and types. All the comparisons in this section involve length-128 1D signals and measurements corrupted with both outliers and either Gaussian or Laplace noise. The same \( \beta \) values identified in Section V-B are reused here for all types of noise.

The first test evaluates the proposed algorithm on measurements corrupted by Gaussian noise (40 dB SNR) and 5 outliers. Figure 5 depicts PSER values corresponding to median squared errors for the proposed and competing methods. Equivalent comparisons for measurements corrupted by Laplace noise (also 40 dB SNR) and 5 outliers are shown in Figure 6. The median squared errors for the proposed method show significant improvement over competing methods in both cases. The supplement depicts the PSER values for the mean squared errors in both experiments. Regarding runtimes, as measured by the multiplications by \( A \) or \( A' \) (the dominant computations), the proposed method runs for the same number of iterations for all sparsities \( K \) and measurements \( M \), except the number of initializations is doubled for \( M = N \) for robustness (this is responsible for the upper limit on the range of multiplies for all the methods). Otherwise, the amount of computation remains nearly constant.

To see how the noise level or number of outliers affects reconstruction quality, Monte Carlo simulations are conducted for the Gaussian noise + outliers case, varying the number and variance of outliers and SNR of the additive noise. Figure 7 shows median PSER values for \( K = 3 \) sparse signals (\( N = 128 \)), whose measurements are corrupted by 2, 4, 8, 16 outliers, with a range [1, 2] times the maximum measurement value, holding the Gaussian noise SNR fixed at 40 dB. Supplementary material contains a similar figure for a smaller outlier range [1, \( \sqrt{2} \)] and for \( K = 5 \) sparse signals. Figure 8 depicts improvements for \( K = 5 \) sparse signals (\( N = 128 \)) with measurements corrupted with 20, 30, 40, 50, 60 dB SNR Gaussian noise, holding the number and range of outliers fixed at 5 and [1, 2], respectively. The supplement contains the corresponding plot for \( K = 3 \). The improvement in squared error appears significant over a wide range of noise levels and numbers of outliers.

**E. Image Comparisons (2D)**

This experiment examines image reconstruction with undersampled measurements corrupted by outliers and additive Gaussian noise. The \( N = 512 \times 512 \)-pixel star of David phantom used in [44] is inspired by the real example image shown in [68]. The pattern in the image is constructed using 30 discs, each 21-pixels wide. A dictionary of these discs (at all 512 \( \times \) 512 positions) is used as the synthesis transform for all the reconstructions. Since the dictionary is shift-invariant, implementing the dictionary via multiplication in frequency saves computation and storage for all the methods. The squared-magnitudes of the 2D DFT of this image are randomly undersampled by a factor of two (\( M = N/2 = 131,072 \)). One percent of the measurements are changed to outliers, and 60 dB SNR additive Gaussian noise is added to all measurements. The phantom is reconstructed using both the proposed and competing algorithms, resulting in the images in Figure 9.

To conserve space, the blank image produced by the PR-GAMP method is not shown here. Reconstructions of the same image with fewer outliers are provided in the supplementary material. In terms of scalability, the proposed method works well without much adjustment; only the number of MM
Fig. 5. The PSER of 50 trials reconstructed using GESPAR, the proposed method, PR-GAMP, and L₁-Fienup, for a range of measurement (M/N) and sparsity fractions (K/N), for measurements with 40 dB SNR Gaussian noise and 5 outliers. Computations (1000’s of multiplies by $A, A'$): 110–1354 (GESPAR), 94–218 (proposed), 111–250 (PR-GAMP), 103–218 (L₁-Fienup).

Fig. 6. The PSER of 50 trials reconstructed using GESPAR, the proposed method, PR-GAMP, and L₁-Fienup, for a range of measurement (M/N) and sparsity fractions (K/N), for measurements with 40 dB SNR Laplace noise and 5 outliers. Computations (1000’s of multiplies by $A, A'$): 110–1361 (GESPAR), 94–218 (proposed), 110–294 (PR-GAMP), 103–218 (L₁-Fienup).

Fig. 7. The PSER of 50 trials reconstructed using GESPAR, the proposed method, PR-GAMP, and L₁-Fienup, for a range of measurement (M/N) and outliers, for $K = 3$ and measurements with 40 dB SNR Gaussian noise. Computations (1000’s of multiplies by $A, A'$): 109–537 (GESPAR), 110–248 (PR-GAMP), 108–218 (L₁-Fienup).

Fig. 8. The PSER of 50 trials reconstructed using GESPAR, the proposed method, PR-GAMP, and L₁-Fienup, for a range of measurement (M/N) and Gaussian noise SNRs, for $K = 5$ and measurements with 5 outliers. Computations (1000’s of multiplies by $A, A'$): 106–497 (GESPAR), 94–215 (proposed), 107–206 (PR-GAMP), 106–218 (L₁-Fienup).
The proposed method differs from existing work in two ways: a robust data fit model and a nested MM+ADMM algorithm for reconstruction with this model. Although this algorithm can be generalized, including to the conventional quadratic data fit term, preliminary experiments (not shown) do not portray the same level of robustness with the $\ell_2$ approach as the proposed method with the $\ell_1$ data fit term. Thus, the benefit likely derives from the data fit term. This hypothesis is consistent with the fact that competing methods perform well in settings without outliers. However, experimental results comparing the proposed algorithm to a conventional gradient method also suggest that the algorithm is important, as the gradient method converges very slowly and would not yield a quality result with the same amount of computation. Although existing methods may possess theoretic convergence guarantees, the faster empirical convergence of the objective function in (4) using the proposed method means that the model and algorithmic contributions are intertwined, and both are needed to achieve robustness with outliers. In SNR-limited applications like point spread function estimation in super-resolution optical microscopy, the additional robustness provided by the 1-norm model versus the Gaussian model will greatly simplify the acquisition and reduce noise-related errors in the phase retrieval reconstruction.

Some existing methods automatically tune parameters, like PR-GAMP [30]. With the normalization and adaptive methods for parameter selection we describe, the Monte Carlo simulations reveal significantly reduced errors versus other methods, even without extensive manual parameter tuning. A complete solution to parameter selection would rely on more sophisticated automatic methods [69]. Further experiments on larger, real datasets are necessary to fully describe parameter selection and assess real performance of the proposed method.

Paired with parameter selection, multiple initializations are also important to overcome the nonconvexity of the inverse problem and find a reasonable global solution. Although recently proposed techniques like Wirtinger flow [70] show promise for the oversampled case, randomly selecting multiple initial majorization vectors $s^0$ appears to be more robust for the proposed method. As using multiple initial choices for $s^0$ proportionally increases computation time, the overall reconstruction time may be an issue in higher dimensions. However, a suitable 2D image reconstruction is obtained with the same number of initializations (50) as in the 1D case. Still, the 2D reconstructions all took over two hours on a modern workstation using MATLAB. Compared to much faster, simpler methods like alternating projections, that can recover an image in seconds or minutes (in the absence of outliers), the proposed method is suitable when obtaining a quality reconstruction is paramount, or when those faster methods fail to recover the true image (like in Figure 9).

In both the 1D and 2D cases, the proposed method clearly outperforms the $L_1$-modified sparse Fienup method, GESPAR, and even PR-GAMP, when outliers are present in the data, even when controlling for computation time. As the reduced squared error is prominent for the extremely sparse signals evaluated here, the 1-norm sparsity term should allow for similar improvements for signals that are less sparse or

The advantage of the proposed method is clear, as none of the competing methods recovered the true image, even when running GESPAR, PR-GAMP, and L1-Fienup for at least as many initializations and at least as much (often, much more) computation as the proposed method. In the supplement, this improvement in quality is apparent even with extremely few outliers.

 VI. DISCUSSION

Undersampled phase retrieval relies heavily on side information to reproduce a quality image. Employing sparsity in the image domain, or dictionary-based sparsity, helps identify the best image among all those that share the same magnitude Fourier spectrum. Resolving this ambiguity becomes even more challenging in the face of measurement noise, especially outliers. The proposed method using a 1-norm data fit term excels at reconstructing images despite these conditions, greatly improving upon other techniques for such data, even after giving faster methods equivalent computation (via more initializations).
compressible. This quality gain is not without cost, as the mean squared error (in supplementary material) shows greater variability than the median numbers, suggesting noticeable errors are generally larger versus other methods. In the future, this framework will be extended to image domain constraints like nonnegativity and other forms of regularization, including analysis-form sparsity. These additions should facilitate reconstruction of real images.

VII. CONCLUSION

The key contributions of this paper are two-fold and intertwined. A general framework is proposed that extends phase retrieval reconstruction to measurements corrupted by outliers. A new implementation of this general framework is described featuring multiple initializations, majorization-minimization, and (preconditioned) ADMM. In addition, using normalization and existing adaptive heuristics, the proposed method is made robust without manual tuning as noise levels/types or numbers of outliers change. A direct comparison against competing methods establishes quantitative and visible advantages over existing methods, over a wide range of simulations.
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